Semaine 16 : du 26 au 30 janvier MPSI

Colle 16 : Dénombrement-Permutations-Probabilités

Résultats et preuves a connaitre

,—[Proposition 1 Décomposition en cycles} \

Détailler la méthode itérative (on ne demande pas de prouver que cette méthode fournit bien une décomposition
en cycles) et savoir I’appliquer sur un ou plusieurs exemples

,—{Déﬁnition 1 Signature} \

On appelle signature d’une permutation ¢ € S, le réel £(c) = (—1)/().
Une permutation est dite paire si sa signature vaut 1 et impaire si sa signature vaut —1.

Toutes les transpositions sont de signature —1 A savoir démontrer

Y(0,1) € 52, ¢(601) = £(0)e(t) Résultat admis

Si 6 =JI%_, T; ol tous les T; sont des permutations alors €(¢) = (—1)”

1

Tout p-cycle est de signature (—1)7~

\. J

,—[Proposition 2 Groupe alterné} \

!
A, est un groupe fini de cardinal %

,—[Proposition 3 Opérations sur les probabilités} \

Soit (Q, Z(Q),P) un espace probabilisé fini et A et B deux événements.
1. P(Q)=1etP(2) =0
2. P(A)=1-P(A)
3. P(A\B) =P(A) —P(ANB)
4. AC B=P(A) <P(B)

5. P(AUB) = P(A) +P(B) —P(ANB)
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,—[Proposition 4 Théoréme} \

Soit Q ={wy,...,m,} et (p;)1<i<n une famille de réels.
Il existe une unique probabilité P sur (Q, Z(Q)) telle que Vi €[ 1,n |, P({®;}) = p; si et seulement si

1. Vie[1,n], pi =0

n
2. sz =
i=1

Dans ce cas, on aura alors, pour tout événement A :

:Zpi

;€A

,—[Proposition 5 Formule des probabilités totales} .

Soit (A;)1<i<n un systeme complet d’événements.
Alors pour tout événement B, on a

P(B):i P(A;NB) = ZP P(B|A;)
i=1

avec la convention P(A;)P(B|A;) = 0si P(A;) = 0.

,—[Proposition 6 Formule de Bayes généralisée] \

Soit (A;)1<i<n un systeme complet d’événements de probabilités non nulles et B un événement B de probabilité
non nulle. Pour tout iy €[ 1,1,

P(Aio)P<B |Aio)
iP B|A

P(Aio ‘B)

,—[Proposition 7 Propriétés} \

Si A et B sont deux événements indépendants pour la probabilité P alors sont également indépendants pour la
probabilité P :

1. AetB
2. AetB

3. AetB

,—[Proposition 8 } \

Si des événements sont mutuellement indépendants alors ils sont deux a deux indépendants. La réciproque
n’est pas vraie en générale

\. J

,—[Proposition 9 Limites} \

Etre capable de réécrire avec des € (ou des A suivant la situation) toutes les définitions de lim f(x) = £ pour
X—a
acR.
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A savoir faire

Pas d’exercice sur les limites cette semaine : toujours commencer par un exercice sur dénombrement ou permutations
puis un second exercice au choix sur dénombrement, permutations ou probabilités.

L] Savoir décomopser une permutation en cycles, puis en transpositions

[J Savoir calculer la signature d’une permutation avec les deux méthodes : compter le nombre d’inversions, ou

décomposer en transposition

O Savoir calculer 6" pour N quelconque : on décompose en cycles a supports disjoints (qui commutent donc),
on obtient que 6" est le produit des cycles élevés a la puissance N, mais comme c” = id (o1 ¢ est le cycle et
p sa longueur) il s’agit ensuite de raisonner pour chaque cycle en terme de congruence modulo la longueur.

[J Savoir distinguer les situations dans lesquelles il y a équiprobabilité.

[J Savoir distinguer dans quels cas on doit utiliser la formule des probabilités totales (lorsqu’il y a une s.c.e
qui donne une partition "naturelle" de 1’univers), des probabilités composées (lorsqu’il y une notion d’ordre
chronologique, ou le résultat de la premiere expérience a une importance sur le déroulement de la deuxieme,
puis de la troisieme etc.) et la formule de Bayes généralisée (calculer la probabilité d’une cause lorsque

1I’énoncé nous donne plutdt celle d’une conséquence)

O Pas d’exercices sur limites et continuité cette semaine

Ce qu’en dit le programme

A - Probabilités sur un univers fini, variables aléatoires et lois

CONTENUS

CAPACITES & COMMENTAIRES

a) Univers, événements, variables aléatoires

Lien entre vocabulaire ensembliste et vocabulaire des
probabilités.

Une variable aléatoire X est une application définie sur
I’univers Q a valeurs dans un ensemble E.

On se limite au cas d’un univers fini.

Evénement élémentaire (singleton), systéme complet
d’événements, événements disjoints (ou incompatibles).
Notations {X € A} et (X € A).

b) Espaces probabilisés finis

Probabilité sur un univers fini.

Une distribution de probabilités sur un ensemble E
est une famille d’éléments de R™ indexée par E et de
somme 1.

Une distribution de probabilités sur un ensemble fini est
une famille de réels positifs indexée par cet ensemble et
de somme 1.

Probabilité uniforme.

Espace probabilisé fini (Q, P).

Notations P(X € A), P(X =x) et P(X < x).

Une probabilité P sur Q est déterminée par la distribu-
tion de probabilités (P({®}))wecn-
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CONTENUS

Probabilité de la réunion ou de la différence de deux
événements, de I’événement contraire. Croissance.

CAPACITES & COMMENTAIRES

La formule du crible est hors programme.

¢) Probabilités conditionnelles

Si P(B) > 0, la probabilit¢ conditionnelle

de A sachant B est définie par la relation
P(ANB)

P(A|B) =P(A) = ——+—.

L’ application Pp est une probabilité.
Formules des probabilités composées, des probabilités
totales, de Bayes.

Par convention, P(A|B)P(B) = 0 lorsque P(B) = 0.

d) Loi d’une variable aléatoire

Pas encore abordé

e) Evénements indépendants

Les événements A et B
P(ANB) =P(A)P(B).
Famille finie d’événements indépendants.

sont indépendants si

Si A et B sont indépendants, A et B le sont aussi.

Si P(B) > 0, I'indépendance de A et B s’écrit
P(A|B) = P(A).

L’indépendance deux a deux n’implique pas
I’indépendance.

Extension au cas de n événements.
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